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1) The Random Process Concept

v The concept of a random process based on enlarging the random variable
concept to include
v’ Let s denote the random outcome of an experiment. To every such outcome
suppose a waveform x ( t, s) is assigned.
v The family of all such waveforms form a random process X ( t, s).
v For fixed outcome s; , X(t , s) is a specific time function.
o For fixed t,

|X1 = X(fl.vs})l

1s a random variable. The of all such X (t,s)
over time represents the random (stochastic) process X(t).
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Classification of Random Processes:
v We shall consider four cases of random processes based on t and X
1) Continuous Random Processes:
If X and t are continuous. Example in
2) Discrete Random Processes:

If X has only discrete values and t is continuous. Example in
Fig.6-2
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3) Continuous Random Sequence:
If X is continuous and t has only discrete values. Example in
Fig.6-3

4) Discrete Random Sequence:
If X and t are both, have only discrete values. Example in
Fig.6-4
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Fig.6-1 A continuous random process Fi1g.6-2 A discrete random process
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2) Stationary and Independence
v'A random process is said to be if all its statistical
properties do not change with time
Distribution and Density Functions:
v'If X (t) is a stochastic process, then for fixed t, X (t) represents a
random variable. Its distribution function (CDF’) given by
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F(x;t) = PIX (1) < x|

v'For two random variables, the second-order joint distribution
function is

F o (x),x,50,1,) = P{X (1) <x, X(1,) < x,§

v'For N random variables, the Ny,-order joint distribution function is

|Fx,(x1j...._jxh,_;zl,....ij) =PIX(t) <X, X(1y) <) ‘

v Joint density functions of interest are

dFF_(x,:t,)
f_'r(xl;rl): X 171
dx,
o (X, x5500,15) = = _}1-‘}3, 1-42
C"xlc,-xl
6\F (x e X b 7 )
(X s X3 e B) = Lo Xyt )
CX,....0X ,;
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First Order Stationary Process:
v' A random process is called if its first-order
density function does not change with a shift in time origin

fo(xst) = f(x:0+A)

v’ A consequence of the above condition is that the process mean value
is a constant:

|E[X(t)] = X = constant

Second Order Stationary Process:
v' A random process is called if its second-
order density function is a function of time difference and not the
absolute time.

[, x00,0,) = f (. x50 + A, +A)
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v A second-order stationary process is also first-order stationary
because the second-order density function determines the lower,
first-order, density

v A consequence of the above condition is that the

of a second-order stationary process is a function only
of and ,

R (t,.1,)) =R (1.1, +T)=E| X)X, +T)] =R (7)

Wide-Sense Stationary Process:
v’ A random process is called if the two
following conditions are true

Fl| X ()] =X = constant

R (.1 +7T)=FE[ XX U +T)] =R . (T)

v'Example: Show that the random process

X(7) = Acos(w,t +O)

1s wide-sense stationary if A and w, are constants and @ is a
uniformly distributed random variable on the interval (0, 27).
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o Solution:
The mean value

E[X ()] = jj"" A cos( @yt + @)ﬁd@ —0

The autocorrelation function

R_(t.t+7)=F]Acos(m,t+ ) Acos(m,t+ o, + O)]
A2

Elcos av,7 +cos(2a,f + o, 7 + 20)]

2 2

= COSs @, T + A? Elcos(2at + ao,T +20O)]

-

= COS @, T

Since

|E[X(f)] = constant ‘

And

R (t,t+7)=R . (T) ‘

Then the random process is wide-sense stationary
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N-Order and Strict-Sense Stationary:
v A random process is called if its Ny,-order
density function does not change with a shift in time origin; that is

[ (X s Xngi e U)) = (X ey X3 F AL+ A)

forall 7.¢,......1,, and A

v' A process stationary to all orders N=1, 2,...., is called

Time Average and Exrgodicity:
v'The time average of a quantity is defined as

) 1 7
Al-J=tm = | |- Jar

v' A is used to denote time average in a manner analogous to E for the
statistical average.

v'The mean value and the autocorrelation function of a sample
function x(t) are defined by
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x=A[ x(1) |= j]niglr%  x(nydr
R 1y (0) = A[ x(D)x(1+7) ]=lim % © x(Ox(1+7)dr

Note: A lower case letter is used to imply a sample function
v'For any one sample function of the random process X(t), if the

following two conditions are satisfied then the random process is
called

E]=x=X
ElR 1 (0)]=R 1 (1) = Ry (7)

v Ergodicity is a very restrictive form of stationary, and it may be
difficult to prove that it constitutes a reasonable assumption in any
physical situation.

v'Nevertheless, we shall often assume a process is ergodic to
simplify problems.
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3) Correlation Functions

Autocorrelation Function and Its Properties:
v'The autocorrelation of a random process X(t) is given by

R (7,.7,) = LLX (7, X (72)]
R, _(r.7+7) = FE[X (DX (r+ )]

Assiune that -
rHy =¢ and r, =7+ T

v If X(t) is at least wide-sense stationary then

‘ R_ ()= E[X ()X (7 + )] ‘

Autocorrelation Function Properties:

o

a

| R (| = R, (O

R (—7)=R_ (D)

R, (O) = L[ X=()]

It | X ()] = X == O and X () is ergodic with no periodic

components | then |11i1n R__()= X
T|—>=o0
I X (7)) has a pernnodic component, then R __(z) will have
a periodic component with the saimne period.
It X (7r)i1s ergodic., zero mnmean, and has no periodic

components  then hm R __(z) =0

| z|—>==

R (7)) caamot have an arbitrary shape.
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v Example: Given the autocorrelation function, for a stationary
ergodic process with no periodic components, is

4
R (7)=25+- -
‘ 67"

Find the mean value and variance of the process X(t).

o Solution:
The mean value

X = lim R_(7)=25 then X =45

i

The mean square value

E[X*(t)]=R_(0)=25+4=29

And the variance

o2 = [ X*(1)]-X =29-25=4
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Cross-Correlation Function and Its Properties:
v'The cross-correlation of two random processes X(t) and Y(t) is
given by

‘Rﬂ(r?r +7)= E[X()Y(t+7)] ‘

Assume that :

f,=t andt,=1+7

‘RH(Z‘) =F[ XY (t+1)] ‘

v If Ryy(t) = 0 then X(t) and Y (t) are called orthogonal processes
v If X(t) and Y (t) are at least jointly wide-sense stationary then

‘Rﬂ (D) =E[XDNE[Y(Z+1)]=XY

Cross-Correlation Function Properties:

. R_(-7)=R._(7)

2. |R, (D) <R, (0O)R,(0)
3. |Ry(D)|<L[R,(0)+R,(0)]
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v'Example: Let two random processes X(t) and Y (t) be defined by
X (1) = Acos(wyt) + Bsm( aw,1)
Y (1) = Becos(wyt) — Asm( a,t)

Where A and B are random variables and w is a constant.
If A and B are uncorrelated, zero-mean random variables with the
same variance. Find the cross-correlation of X(¢) and Y (1).

o Solution:

R_(r.t+7)=E[X®OY(r+1)]

= E[{Acos(w,t)+ Bsm( w,t)} { Bcos(w,t + aw,7)— Asm( w,f + @,7)} |

= E[ AB cos(@,t) cos(am,t + @w,7T) + B> sin( w,1) cos(wyt + @, 7T)
— A” cos(myt)sin( m,t + @,7) — AB sin( myt) sin( w,t + @, 7)]

= E[AB]|cos(2m,t + w,7) + E[ B> ]sin( m,r) cos(myt + @, T)
— E[ A% cos(myt) sin( w,t + @, 7T)

but
E[A]=0, E[B]=0, E[AB]=0, and E[A°|=E[B’|=0c"

we get

R_(1,1t+7)=—0"sin( ®,7)

Since R _ (7,1 +7)=R_(7) then X(1) and Y (1) are jointly WSS.
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Covariance Functions:
v'The auto-covariance function of two random processes X(t) and
Y (t) is given by
C. .t t+0)=E[{X@O)-E[XD]{X(E+)-E[X(+1D)]}]
=R . (1. t+70)—E[XD]E[X(t+71)]

v'The cross-covariance function of two random processes X(t) and
Y(t) is given by
C (t,t+0)=E[{X@O-E[XOD|}{Y@t+)—E[Y(@+1D)]}]
=R, (t,t+7)— E[X@O]E[Y(t+1)]

vIfX(t) and Y (t) are at least jointly wide-sense stationary then

C (t)=R . (0)—X
(erY ()= R.‘L’}’(T) — )_( }_7

Dr. Qadri Hamarsheh Probability & Random Variables 16



